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Abstract

We present a method for High Dynamic Range video
where the critical phases of the pipeline are based on his-
tograms. It is possible to achieve high frame rates, since the
algorithm generates one HDR frame per captured frame.
Also, the method is of low computational cost, making it
particularly suited for devices with less powerful proces-
sors. An implementation of the technique for the Nokia
N900 smartphone, using the recent FCam API, is detailed.

1. Introduction
Since the development of the technique in the latter 90’s,

High Dynamic Range Imaging from pictures with different
exposures has never ceased to be a hot topic in Computa-
tional Photography. In the beginning, softwares developed
by pioneer researchers (like HDRShop and Photosphere)
were released, and soon the feature became available in
commercial imaging products such as Photoshop.

Through the past decade, several improvements were
made in the technique, but the user still had to take sev-
eral photographs and process them with computer software.
Very recently, however, cameras with built-in HDR began
to appear. The Pentax K-7, released in 2009, is said to be
the first camera featuring HDRI. A more notable example
is the iPhone 4 platform, which offers an HDR mode in the
camera app since the release of the iOS 4.1 this year.

In the realm of HDR video, cameras with HDR sensors,
like the RED Epic and the ARRI Alexa, are being widely
used these days in film production. However, such devices
are not available for the general consumer. An alternative
is to use cameras that can capture sequences of frames with
different exposures and apply a technique similar to the one
used for still images. Fortunately, these cameras are more
affordable, but methods for HDR video are still scarce.

In this work we present an HDR video reconstruction
method for hand-held cameras, including those installed
in some mobile phones. Being based on histograms, the
method is more adequate for devices with less compu-
tational power. To the best of our knowledge, previous

methods make use of (computationally expensive) optical
flow techniques to find correspondences between frames in
the photometric calibration phase of the algorithm. These
methods assume that the exposure is constant for different
frames, therefore they consider the interleaved pattern of
exposures in the HDR video sequence. In this case the tem-
poral resolution suffers considerably. Our method, in turn,
does not reduce the video frame rate, which is another ad-
vantage.

In the next section some basic works on HDR Imaging
are mentioned, especially those that provide more details
and background to our approach, which is described in Sec-
tion 3. In Section 4 we describe the mobile device imple-
mentation. Results are discussed in Section 5. Final com-
ments and future directions are shown in Section 6.

2. Previous Work
The problem of High Dynamic Range image reconstruc-

tion for still images is virtually solved [13]. Furthermore,
many different solutions appeared, since the classical work
by Debevec and Malik [2]. HDR video reconstruction is a
natural extension of the image related problem. Therefore,
approaches tend to be built upon methods for still images.
As it is out of the scope of this text to review all existing ap-
proaches, we refer the reader to [12], which is a nice review
of the subject.

High Dynamic Range video reconstruction is a more
challenging task because, from the hardware side, it re-
quires a programmable camera; and, from the software side,
the data is dynamic. The earlier reference in this case is
[5], where classical vision methods for motion estimation
(namely, optical flow) are used to deal with the motion be-
tween frames. For a review of methods we refer to [10],
where components of the HDR pipeline are presented and
discussed with the main focus on video.

Our approach for HDR video is based on histograms. It
is efficient, simple and robust to noise. We will discuss the
method in Section 3. The recovery of the camera response
function from images is described with details in [4] and [9].
The HDR reconstruction algorithm is a modified version of
[11]. The histogram-based image registration technique is
brought from [14], and the Radiance Map reconstruction



with ghost removal is made in a similar way to what is de-
scribed in [8].

Regarding handheld devices, the problem of HDR re-
construction from misaligned and (possibly) blurred long-
exposed photographs is treated in [7]. The authors of [1]
provide a camera application with HDR mode. In fact they
made available a full API for experiments with the low level
aspects of the camera hardware. We have used their plat-
form in this work, the video capture being made with a
Nokia N900 smartphone.

3. HDR Video
The pipeline for HDR Photography from LDR images

has two phases: first, photometric calibration must be per-
formed, and the radiance map reconstructed, to generate the
HDR picture; then, the dynamic range of the result should
be reduced to allow the image to be shown in LDR displays.

In order to recover the camera response function and
properly map radiance values, algorithms for HDR rely on
pixel correspondences between frames, to relate differently
exposed values of the same point in the scene. When it
comes to video, this is obviously a difficult task.

The solution is to apply some sort of motion estimation.
Classical vision methods for motion estimation (such as op-
tical flow), assume that the exposure is constant. However,
to obtain HDR video, a sequence where consecutive frames
have different exposures should be captured.

To get around this problem, we devised a method where
motion estimation is based on histograms. Another advan-
tage of using histograms is that it is less computationally
expensive than methods based on optical flow techniques.
This is particularly interesting for devices with less capable
processors.

Our method has three steps: first, the camera re-
sponse function is estimated using an histogram-based tech-
nique; second, multiresolution alignment of threshold im-
ages based on histogram cuts is performed; third, the radi-
ance map is reconstructed observing the variances of radi-
ance values for each pixel. The algorithm is detailed in the
following subsections.

3.1. Photometric Calibration

The input of our algorithm is a sequence of triples1 {F i},
where F i = {F i

1, F
i
2, F

i
3}. The exposure of F i

1 is constant,
for all i, and is determined before the video capture, using
the auto-exposure feature of the camera. F i

2 and F i
3 have

exposures that are, respectively, twice and a half of the ex-
posure of F i

1, for all i.
Algorithms for photometric calibration require a corre-

spondence between pixels of different frames in F i to be

1We chose 3, but any reasonably small number larger than 1 could be
used.

known. We are assuming that exposure changes preserve
monotonicity of pixel values. Intuitively, the n brightest
pixels in a frame with exposure e1 correspond approxi-
mately to the n brightest pixels in a subsequent frame with
exposure e2, even though their actual values are not the
same. Let {pi} and {qi} be the sets of pixels from two
consecutive frames (say, P and Q), of the same size, sorted
according to the luminance value of the pixel. The radi-
ance mapping MP,Q, between P and Q, is defined simply
by MP,Q(pi) = qi,∀i.

Finally, the actual pixel value to radiance value mapping
can be recovered by applying any of the algorithms avail-
able in the literature. For this particular implementation we
have used the parametric approach described in [9].

3.2. Histogram-Based Registration

Aiming not to reduce the HDR-reconstructed video
frame rate when compared to the captured video, we gen-
erate an HDR frame for each frame in F i. Therefore, once
i is fixed, for each j = 1, 2, 3, the remaining F i

k should be
aligned with F i

j . We perform a multi-resolution alignment
that is described with details in [14].

Roughly speaking, the method is as follows: first, an im-
age pyramid is constructed for each grayscale image expo-
sure. Then, for each level of the pyramid a corresponding
median threshold bitmap (MTB) image is constructed. An
MTB image has 0’s where the input pixel values are less
than or equal to the median value and 1’s where these val-
ues are greater. The overall offset for alignment is com-
puted starting with the lowest resolution MTB pair, testing
for an offset in the range {−1, 0, 1} in the horizontal and
vertical directions. At the next resolution level this offset is
multiplied by 2 and the result is tested with its pair shifted
in the range {−1, 0, 1} in the mentioned directions. This
continues up to the highest resolution, leading to the final
alignment offset.

3.3. Radiance Map Reconstruction

The image alignment phase is necessary to deal with
camera motion. However, there can also be movement in
the scene, and such movement causes ghosting effects dur-
ing the reconstruction of an HDR frame. We deal with this
issue by analyzing the variance of radiance values over the
corresponding (aligned) pixels of the images in F i.

More precisely, for each F i we reconstruct four HDR
images, one for each F i

j and one considering all the images
in the triple. We call them F̂ i

j , for j = 1, 2, 3, 4, in the
mentioned order. Consider we are reconstructing the HDR
frame for F̂ i

1. Let us pick some pixel p in F̂ i
1 and call r1 its

radiance value. Let rj be the radiance values of the three
corresponding pixels across images F̂ i

j , j = 2, 3, 4. We de-
fine σ as the variance of the set {rj}j=1,2,3. For the final



F̂ i
1, the radiance value for the pixel p will be set to a convex

combination between r1 and r4 depending on the magnitude
of σ: if the variance is high, some movement must be hap-
pening in this pixel across frames, so we weight the value
of the radiance towards r1; and vice versa if the variance is
low. This procedure is repeated for F̂ i

2 and F̂ i
3.

4. Mobile Device Implementation
As discussed in [6], the lack of a fully programmable,

portable camera is a problem for Computational Photog-
raphy researchers. In this sense, the development of the
FCam API [1] turns out to be a great step towards a new
generation of mobile devices. With the FCam API, it is
possible to have full control of the camera parameters, such
as shutter speed, gain and focus. We may even change its
algorithms, such as autoexposure, demosaicking and auto-
focus. In this work, we used a Nokia N900 running Maemo
5 (Open Source Linux distribution). We developed a HDR
video application which allows the motion of both objects
on the scene and the camera. Figure 1 illustrates an outline
of the application.

Figure 1. Application outline.

4.1. Capturing HDR Video

The major challenge concerning the capture and process-
ing of HDR frames on a mobile device is to maintain a fine
balance between frame rate, memory usage and processing
power. On one hand, there is a goal to capture at least
25 frames per second to produce good quality video, and
this rapidly consumes the device’s memory. On the other
hand, the application should process and save all the cap-
tured frames, and this stage is a little slower than the first,
due to limited processing power and the fact that writing a
file on disk requires more time than capturing a photo and
saving it in the application memory. Although it is possi-
ble to use the method described in Section 3 with as many

different exposures as desired, the current implementation
only uses three different exposure settings. This provides
good results without harming this balance. We limit our ap-
plication to capture only short videos due to these memory
limitations. It is a reasonable restriction: mobile devices
usually are not designed to capture long duration videos.

The capture stage works as follows: while the user looks
through the viewfinder (without recording), the application
performs an autoexposure algorithm, corrects the white bal-
ance and displays a preview of the scene using the current
settings. When the capture starts, the autoexposure algo-
rithm is executed in the background, providing the optimal
camera settings for a good exposure during the video cap-
ture process. The first shot uses the optimal computed ex-
posure, the second and the third shots use twice and half
of this value, respectively. This process is repeated until
the video is fully recorded and the frames are sent to the
processing stage (see Fig. 1). All shots use the same gain
(which guarantees that they will have the same camera re-
sponse function).

4.2. Processing HDR video

The processing of the captured frames is done after all
the frames were captured. This is a way to guarantee that
there is no slowdown during the capture process. Since this
stage is done independently of the first, virtually any HDR
method could be used here. We chose the method described
in Section 3 because of its flexibility due to histogram anal-
ysis (instead of direct pixel-to-pixel correspondence). This
stage could be performed on the mobile device, on another
computer, or even on a cloud.

Our current implementation performs this step on a desk-
top computer for testing purposes; however, we are cur-
rently working on an application which will perform the
full outline given in Fig. 1 on the camera itself (instead
of only the capture process). This stage of implementation
is straightforward, since the same code can run on both ma-
chines.

5. Results and Discussion
As was mentioned in Section 4, in the current implemen-

tation stage the algorithm being used on the Nokia N900 re-
turns a sequence of images with varying exposure times.
We then proceed by transferring the results to a desktop
computer in order to process the data. This is done by ap-
plying the algorithm described in Section 3 to the images.
After this step, we have a set of HDR images, which corre-
spond to each frame of the captured video. In order to be
able to visualize our results on regular LDR devices, a tone-
mapping algorithm is also necessary. This step is done by
using the pfstmo library, from Max Plank Institut2. After

2Available at http://www.mpi-inf.mpg.de/resources/tmo/



testing several tone-mapping methods, we have decided to
use an implementation of [3] present in the library, due to
both its speed and the quality of the results obtained. The fi-
nal resulting tone-mapped output, along with a sequence of
three differently exposed frames generated by our program
can be seen on Figures 2 and 3.

Figure 2 shows the results obtained in an outdoor scene,
with predominant camera movement. Notice that the back-
ground (resp., the building interior) is only well-exposed on
the second (resp., third) captured frame. Both areas of the
image are well show in the three tone-mapped results.

Figure 3 shows the results obtained capturing an indoor
scene, with object and camera movement. Notice the move-
ment between the captured frames.

6. Conclusions and Future Work
In its current form, the algorithm works as follows:

firstly, the Nokia N900 with an FCam API is used to capture
a sequence of frames with varying exposures. These frames
are used on a desktop computer to generate a series of HDR
images, which are then converted to regular LDR images
through a tone-mapping algorithm.

One simple improvement we are currently working on is
making the whole process run on the Nokia N900, without
the use of any external hardware. This step is facilitated by
the fact that the algorithm detailed in Section 3 is lighter
than usual algorithms for HDR video, and thus should not
require as much of the camera-phone’s processor.

Another improvement might come from other means of
pixel correspondence for object movement on the scene,
such as optical flow, to further enhance the quality of the
results. Also, other Tone Enhancement techniques could be
used to improve the quality of the captured videos.

A more difficult challenge for future works involves find-
ing a better way to deal with the device’s small memory,
in order to increase the amount of frames that can be cap-
tured. A possible partial solution lies in creating a low pri-
ority thread that would save images to the device’s hard disk
while the program is still running.

Finally, we believe that the use of a fully programmable
camera brings many more possibilities besides the ones that
have been explored here. Many ideas involving user-aided
capture and processing, or the retrieval of geometric propri-
eties of objects through intelligent capture processes, can
be achieved by having access to low level hardware param-
eters, as was done in this work.
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Figure 2. (Top) Captured frames. From left to right: optimally-, sub- and super-exposed shots. (Bottom) Corresponding results with
tone-mapping.

Figure 3. (Top) Captured frames. From left to right: sub-, normal- and super-exposed shots, according to initial calibration on a brighter
scene. (Bottom) Corresponding results with tone-mapping.


